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1 Overview

Several application domains such as finance, process control, and telecommunications, have strong reliability requirements. Typically, such applications tend to avoid having a single point of failure, and need to communicate with reliable primitives that prevent message loss and ensure atomicity guarantees. Among such applications, we have focused on reliable notification-based applications, such as trading systems and news agencies, where producers need to reliably deliver information to a set of consumers. Developing such applications is greatly eased with a middleware providing reliable broadcast semantics [7].

Group-oriented systems like Isis [3], Horus [9], Totem [2] or Transis [1], provide reliable broadcast primitives and are generally considered to be good candidates for implementing reliable notification-based applications. Nevertheless, these systems are proprietary solutions with limited portability and interoperability. Although efforts have been made recently to achieve better modularity (e.g., in Horus), the infrastructure of group-oriented middlewares usually consists of several layers that are not necessarily required at upper levels and usually turn out to be performance penalizing.

Orbix+Isis [8] is an effort at supporting replication of CORBA objects transparently, by integrating Isis in Orbix. This approach requires a modification of the ORB and leads to a non-standard and non-interoperable solution. The Object Group Service [6] provides replication of CORBA objects without using heavy-weight group communication toolkits (e.g. Isis) and would provide the degree of reliability required by our application class. The tradeoff is performance degradation since it introduces replicated intermediary objects.

We present here a way to augment CORBA with a reliable broadcast facility. Our approach is pragmatic in the sense that it requires no modification of the Object Request Broker, and we do not build a new CORBA service from scratch. Instead, we add reliability features to the existing CORBA Event Service, which already provides multicast-like communication. The extension we introduce requires no modification of the CORBA specification, and can be applied to any standard Event Service implementation, without any communication overhead. The resulting service, called Reliable Event Service, adequately fits the required semantics of reliable notification-based applications. It constitutes an interesting light-weight and open alternative to existing group-oriented systems.

2 Reliability Issues

We consider notification-based applications where communication is decoupled between consumers and suppliers of information, with specific reliability requirements. This type of applications is widespread in domains like process control, finance, or telecommunications.

The use of CORBA for such applications bears many advantages over other approaches. The portability and interoperability aspects of CORBA are strong assets. The paradigm offered by the event channels is well adapted to notification-based ap-
applications since it provides a flexible model for asynchronous communication among distributed objects. Furthermore, relying on one-to-one communication to implement this functionality would require some amount of bookkeeping to keep track of the consumers. Finally, depending on the implementation, there is a potential for the Event Service to be scalable while it is clearly not the case with one-to-one communication primitives.

2.1 Limitations of the Event Service

Since the Event Service is based on a centralized architecture, where a channel is just another CORBA object, it introduces a single point of failure. Furthermore, the CORBA specification is vague concerning the quality of service provided by event channels. It states that the Event Service does not need to provide stronger semantics than “best-effort” delivery of the events, although implementors of the Event Service are advised to provide various semantic levels for their channels. The problem of the centralized architecture of the event channels may in two ways:

- **Replicate the event channels.** Event channels are replicated, and hence, are no longer a single point of failure. This approach, used in Isis News [3], requires the use of specific protocols, like group communication [4], to keep replicated objects consistent.

- **Decentralized architecture.** In a decentralized architecture an event channel is not implemented as a single physical object but rather as a collection of collaborating objects. This approach makes it possible to build a protocol based on IP-multicast rather than point-to-point communication, thus improving efficiency and scalability.

A solution to the lack of clearly specified semantics requires the definition of a standard quality of service to be expected from any implementation of the Event Service and a standard way to select it. The specification may define different levels of quality of service, from which the application programmer may choose. Currently, a valid implementation of the Event Service needs to be at least “best-effort”. In other words, it puts no actual requirement on the delivery semantics since “best-effort” is a subjective description rather than a real property. Since a vague and minimal description is not suitable for reliable applications, we describe a protocol in Section 3 that extends any Event Service to make it reliable.

3 A Reliable Event Service

We introduce here the Reliable Event Service that provides reliable event channels, by extending the quality of service of any existing (unreliable) Event Service. The approach we adopted provides the exact quality of service required by the application class considered, and focuses on providing good performances. Furthermore, it is orthogonal to the architecture (centralized/decentralized/replicated) of the Event Service that it extends.

The semantics we associate with the Reliable Event Service are close to those of a Reliable Multicast primitive [7]. This primitive ensures that different clients receive the same set of messages. An informal definition of this primitive could be the following: if a correct object multicasts a message \( m \), then all correct objects eventually deliver \( m \). Furthermore, if a correct object delivers a message \( m \), then \( m \) was previously multicast by some object and all other correct objects will eventually deliver \( m \). Briefly, Reliable Multicast has two properties: at-most-once and atomicity (all-or-nothing).

Ideally, we would use a reliable multicast primitive, but its strong properties have a very high cost in terms of communications overhead. In a typical implementation of this primitive, the number of messages generated belongs to \( O(n^2) \) and it requires that each consumer keeps a list of all the other clients. In the context of a diffusion network (e.g., Ethernet) where the complexity of a multicast is \( O(1) \), the complexity of the reliable multicast is still \( O(n) \). Since the cost increases proportionally with the number of destinations, it is not scalable.

Our mechanism has weaker properties than a Reliable Multicast, but it suits our requirements for
reliability and does not change the complexity of
the underlying communication. It is split into three
parts. The first part consists in detecting when a
message has been lost, in order to emit a notifi-
cation. The second part helps to reduce the proba-
ability of actual loss by retrying unsuccessful transmis-
sions. Finally, the last part ensures that messages
are delivered in a FIFO manner.

3.1 Notification of Message Loss

Since there is no time bound on the delivery of mes-
sages, it is not possible to distinguish a lost message
from a slow one. Hence, we consider the message
to be lost in both cases.

To detect when a message is lost by the chan-

nel, we add some extra information to each mes-
sage: a unique message identifier. Each producer
has a unique identity given by its CORBA object
reference. This tag makes messages issued by two
different producers distinguishable. In order to dif-
ferentiate messages issued by the same producer,
we add a second field holding a local identifier (id).
This id consists of a sequence number that is incre-
mented each time a new message is sent. There-
fore, clients will eventually detect lost messages ba-
based on missing sequence numbers. If the underly-
ing event channels are not FIFO, the client may assume
that a message is lost while it is only delayed. In that
case, the client will launch the replay protocol (see
below), and discard duplicate messages.

3.2 Message Replay

When a client detects the loss of a message, it con-
tacts the producer by using the CORBA reference em-
bedded in the message identifier. The client issues
a request for the lost message using a synchronous
remote method invocation and waits for a reply (see
Figure 1). If the producer has not crashed in the
meanwhile, the message will be resent and the client
may continue. If a problem occurs (e.g., the pro-
ducer has crashed) the reply is an exception and
the client is supposed to react adequately. This
approach is actually based on the principle of nega-
tive acknowledgments. In order to be able to resend
a message, the producer needs to keep a buffer with
every message it sends.

![Figure 1: Replay of a lost message.](image)

When the loss of a message is not recoverable,
the most sensible approach consists in issuing an
exception to the handled by the application. Since
the adequate reaction to such a loss varies from one
application to another, we leave the responsibility
of reacting properly to the application programmer.

3.3 Ensuring FIFO Ordering

Since our protocol is aimed at working with any
implementation of the event channels, we face an
additional problem. If the underlying protocol en-
sures that received events are delivered in the same
order than they were sent (FIFO property), replay-
ning lost messages breaks this property. Hence, to
avoid this problem, we add a mechanism that gua-
rantees a FIFO delivery of events. This mecha-
nism, illustrated in Figure 1, is an adaptation of the
FIFO multicast presented in [7].

We first need to distinguish the reception of a
message from its delivery. We call receive(m)
the reception of the message m by the lower protocol
layer, and deliver(m) the delivery of the message
m from the lower layer to the upper layer. In some
situations (e.g. upon a message loss) a message m',
sent after m, may arrive before m. In other words,
receive(m') precedes receive(m).

In order to ensure the FIFO property, the delivery
of m' is delayed until m has been received and deli-
ered. This implies that the FIFO order of delivery
is preserved for the upper layer. In other words,
deliver(m) precedes deliver(m'). The FIFO pro-
property is thus guaranteed by our protocol, whether or
not the underlying communication channel delivers
the events in a FIFO order.
### 3.4 Appropriate Reaction

When a message has been lost and is no more available, the client has to react accordingly. The most appropriate reaction depends on the application. A non-exhaustive list of possible reactions to the loss of a message is:

- **Ignore (trivial case).** The lost message is ignored. There was no need for our protocol and reliability is not necessary.
- **Quit.** The client is considered faulty, and hence, decides to commit suicide.
- **Quit & Recover.** The client is considered crashed, but it subscribes again to the event channel, as if it were just starting to listen to the event channel. In the initialization phase, a producer may send initial information to the newcomer.
- **Warning.** A warning message is issued to the end-user, telling that some information might not be up-to-date.

To satisfy the needs of a large number of applications, the most sensible approach consists in issuing an exception whenever a message cannot be retransmitted. This leaves the responsibility of reacting properly to the application programmer.

In order to guarantee the atomicity of delivery, it is necessary for the client not to be considered correct when it fails to deliver a message. Therefore, the only reactions that guarantee atomicity are “Quit” and “Quit & Recover”.

### 4 Implementation Issues

When evaluating the relevance of using a middleware for the development of notification-based applications, one of the main concerns is to rely on a standard definition rather than features specific to a particular vendor. Since these applications are expected to evolve over a long period of time, portability is a strong requirement.

Our current implementation suffers from a number of limitations inherent to the underlying Event Service that we use, i.e. IONA’s OrbixTalk. In particular, it supports only the push model defined in the Event Service specification, and does not allow to chain event channels (i.e., there must be at most one event channel between a consumer and a supplier). More information can be found in [5]

### References


